
NAS-DIP: Learning Deep Image Prior with
Neural Architecture Search

Yun-Chun Chen Chen Gao Esther Robb Jia-Bin Huang



Learning-based Methods



Deep Image Prior (DIP) [Ulyanov et al. CVPR 2018]



NAS-DIP (Ours)

Neural Architecture Search (NAS)



Overview of NAS-DIP



Model Training



NAS Training



Testing



Search Space

• Upsampling cell

• Cross-scale residual connections
• Shared cross-level patterns
• Progressive upsampling



Search Space for the Upsampling Cell



Cross-scale Residual Connections



Decomposition

Direct upsampling Progressive upsampling (Ours)



Weight Sharing

Progressive upsampling (Ours) Weight sharing (Ours)



Quantitative Results



Visual Comparisons



Model Transferability



Summary

Super-Resolution Denoising Inpainting Dehazing Translation

• Search for neural architectures for inverse image problems.

• Search spaces for the upsampling layer and cross-level residual connections.

• State-of-the-art results on image restoration tasks.

• Model transferability.

bit.ly/NAS-DIP

https://yunchunchen.github.io/NASDIP/

